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Previous studies have shown that synchronized beta frequency
(14–30 Hz) oscillations in the primary motor cortex are involved in
maintaining steady contractions of contralateral arm and hand
muscles. However, little is known about the role of postcentral
cortical areas in motor maintenance and their patterns of interac-
tion with motor cortex. We investigated the functional relations of
beta-synchronized neuronal assemblies in pre- and postcentral
areas of two monkeys as they pressed a hand lever during the wait
period of a visual discrimination task. By using power and coher-
ence spectral analysis, we identified a beta-synchronized large-
scale network linking pre- and postcentral areas. We then used
Granger causality spectra to measure directional influences among
recording sites. In both monkeys, strong Granger causal influences
were observed from primary somatosensory cortex to both motor
cortex and inferior posterior parietal cortex, with the latter area
also exerting Granger causal influences on motor cortex. Granger
causal influences from motor cortex to postcentral sites, however,
were weak in one monkey and not observed in the other. These
results are the first, to our knowledge, to demonstrate in awake
monkeys that synchronized beta oscillations bind multiple senso-
rimotor areas into a large-scale network during motor mainte-
nance behavior and carry Granger causal influences from primary
somatosensory and inferior posterior parietal cortices to motor
cortex.
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Oscillatory activity in the beta frequency range (14–30 Hz) is
widely observed in sensorimotor cortex in relation to motor

behavior in both humans (1, 2) and nonhuman primates (3–6).
Specifically, beta oscillations in monkeys appear in local field
potential (LFP) and spiking activity during tactile exploratory
forelimb movements (4, 7, 8), movement preparation (5, 6, 9), and
steady-state isometric contractions (10). Beta oscillatory activity is
often observed to be synchronized between different parts of
sensorimotor cortex (4, 5, 7, 9–11), between motor cortical LFPs
and descending pyramidal tract neuron discharge (10, 12), between
single motor units (13, 14), and between motor cortical activity and
muscle activity (1, 4, 10, 12, 15, 16).

Although the role of beta oscillations in the outflow of activity
from motor cortex to muscles is relatively well characterized for
certain types of behavior, the relation of beta oscillations in
postcentral areas and motor cortex remains poorly understood. This
article addresses the functional relations between beta oscillations
in pre- and postcentral cortical areas in premovement motor
maintenance behavior. It has long been proposed that behavior of
this type depends on a corticoperipheral cortical sensorimotor loop
(17, 18), and more recently that this loop is supported by oscillatory
neuronal activity (19). Reports of beta oscillations in both somato-
sensory and motor cortices during premovement maintenance
behavior (3, 5, 6, 9), taken together with recent studies proposing
that beta rhythms are uniquely suited for synchronization over long
conduction delays (20, 21), thus suggest the hypothesis that beta

oscillations provide a mechanism that binds sensory and motor
cortical areas into a functioning loop.

Here, we test this hypothesis and investigate related issues using
LFP recordings from distributed neuronal assemblies in somato-
sensory and motor cortices of macaque monkeys as they maintained
steady motor output while pressing a hand lever in a visual
discrimination task. Power and coherence spectral analyses of
cortical LFPs were used to identify beta-synchronized large-scale
networks (22), and Granger causality spectral analysis to evaluate
the patterning of directional influence in those networks. Granger
(23) defined causal influence in terms of stochastic processes: one
stochastic process is causal to a second if the autoregressive
predictability of the second process at a given time point is
improved by including measurements from the immediate past of
the first. Granger causality has been shown to be suitable for the
study of directionality in neuronal interactions by assessment on
neurophysiological data in both the frequency and time domains
(24–26), as well as on simulated simple systems where the direction
and relative strength of Granger causal influence could be reliably
established (26–28).

The combined use of power and coherence spectral analysis in
this study provides evidence that primary somatosensory cortex,
inferior posterior parietal cortex, and primary motor cortex are
bound together in a beta-synchronized large-scale cortical network
subserving premovement maintenance behavior. The further use of
Granger causality spectral analysis indicates that motor cortical
activity in this network is modulated by input from primary
somatosensory and inferior posterior parietal areas.

Methods
LFP Recording and Behavioral Paradigm. Bipolar Teflon-coated
platinum microelectrodes (51-�m diameter) were used to record
surface-to-depth LFPs (2.5-mm tip separation) from up to 15
distributed sites located in the hemisphere contralateral to the
dominant hand of two adult male rhesus macaque monkeys (right
hemisphere in monkey GE and left hemisphere in monkey LU).
Experiments were performed at the Laboratory of Neuropsychol-
ogy at the National Institute of Mental Health, and animal care was
in accordance with institution guidelines at the time. The monkeys
were highly trained to perform a GO�NO-GO visual pattern
discrimination task in experimental sessions of �1,000 trials. Al-
though results from the same monkeys have been reported (29), the
sessions used in the present study were not previously published. On
each trial they depressed a hand lever, and kept it pressed during
a random interval ranging from 0.12 to 2.2 s (wait period) while
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waiting for stimulus appearance. On GO trials, a water reward was
provided if the monkey released the lever within 500 ms after
stimulus onset. LFPs were amplified by Grass P511J amplifiers (�6
dB at 1 and 100 Hz, 6 dB�octave falloff), digitized at 200 Hz, and
collected from 90 ms before to 500 ms after stimulus onset.

Data Preprocessing. This study was aimed at testing for the presence
of a beta oscillatory network in sensorimotor cortex. Therefore, the
recording sites located in pre- and postcentral cortical areas of each
monkey (six in GE and four in LU) were selected for analysis. Trials
contaminated with artifacts, or for which the behavioral response
was incorrect, were removed. Power line contamination at 60 Hz
was reduced in the remaining trials by a multitapering method (30).
For each single-trial LFP time series, each amplitude value was
divided by the temporal standard deviation to give equal weight to
the data from each recording site and trial. For each monkey, three
experimental sessions having similar response time histograms were
selected. Although preliminary analysis of correct GO and NO-GO
trials in the wait period gave similar results, only the results from
correct GO trials are presented here because only this trial type
could be used to determine the similarity of response time histo-
grams. Combining the correct GO-trial LFP recordings from these
sessions resulted in a pooled ensemble of �900 trials for each
monkey. Finally, the ensemble mean time series from each site was
subtracted pointwise from each of its single-trial time series. This
procedure allowed the ensemble of single-trial time series to be
treated as coming from a zero-mean stochastic process, as is
required for the autoregressive modeling method described in the
next section.

Multivariate Autoregressive (MVAR) Spectral Analysis. After data
preprocessing, spectral analysis was performed on the MVAR
model (refs. 31 and 45 and Appendix) that was estimated from the
LFP time series in a 110-ms (22 point) analysis window extending
from 90 ms prior until 20 ms after stimulus onset (wait window). We
sought to determine an optimal order for the MVAR model by
locating the minimum of the Akaike Information Criterion (AIC)
(32) as a function of model order. However, the AIC dropped
monotonically with increasing model order up to a value of 15. We
therefore compared spectra produced by using model orders of 5,
10, and 15, and found the overall results to be consistent. A model
order of 10 (50 ms) was selected as a tradeoff between sufficient
spectral resolution and overparameterization. The analyzed LFP
data from all trials were treated as realizations of a common
stochastic process, and thus were used to estimate the model
coefficients for that process.

Power, coherence, and relative phase spectral estimates were
derived from the MVAR spectral matrix for all sites and site pairs
(see Appendix). The frequency range was from 9 to 100 Hz. The
lower end corresponds to one full cycle of oscillation in the 110-ms
analysis window. Power spectra from all sites were examined to
identify beta oscillatory activity by the presence of a power spectral
maximum (peak) in the beta range (14–30 Hz). The peak frequen-
cies of those sites showing beta oscillatory activity are tabulated in
Tables 1 and 2. Coherence spectra for all pairwise combinations of
sites were examined for synchronized beta oscillatory activity. Beta
coherence peaks were identified and then tested for significance by
a permutation procedure (33). The procedure involved creating
1,000 permuted versions of the LFP data set, in which trial order

Table 1. Peak power and coherence values for monkey GE

Electrode
site

Coherence

Power 2 3 4 5 6

Peak f, Hz Peak f, Hz lag, ms Peak f, Hz lag, ms Peak f, Hz lag, ms Peak f, Hz lag, ms Peak f, Hz lag, ms

1 NP 0.203 22 10 0.140 22 �6 0.080 22 1 0.072 22 �7 0.029 16 3
2 6.75 22 — 0.304 23 �17 0.144 23 �13 0.053 22 �19 NS
3 8.80 22 — — 0.517 23 3 0.086 23 �3 NS
4 5.37 21 — — — 0.060 23 �6 NS
5 NP — — — — NS
6 NP — — — — —

Electrode site numbers correspond to the numbered locations in Fig. 2. The primary motor site is numbered 1, and the postcentral sites are numbered 2, 3,
and 4. The two additional precentral sites are numbered 5 and 6. The columns under Power show the power (normalized by the mean power) of the largest
spectral peak and its frequency in Hz. NP, no peak. In the columns under Coherence are shown the peak coherence value, peak frequency in Hz, and phase
difference converted to time lag in milliseconds for each pair of sites. Values are shown only for coherence spectra determined to be significant by the
permutation procedure described in Methods. NS, not significant. —, a redundant pairing or the pairing of a site with itself, because coherence is a pairwise
measure between different sites. A positive number for the time lag indicates that the electrode site at the left leads the site at the top, and a negative number
indicates that it lags.

Table 2. Peak power and coherence values for monkey LU

Electrode
site

Coherence

Power 2 3 4

Peak f, Hz Peak f, Hz lag, ms Peak f, Hz lag, ms Peak f, Hz lag, ms

1 2.32 23 0.115 21 �4 0.300 29 �1 0.026 20 �20
2 5.48 21 — 0.260 20 3 0.052 20 �21
3 3.69 22 — — 0.124 17 26
4 4.09 18 — — —

Electrode site numbers correspond to the numbered locations in Fig. 2. The primary motor site is numbered 1, and the postcentral
sites are numbered 2, 3, and 4. The two columns under Power show the power (normalized by the mean power) of the largest power
spectral peak and its frequency in Hz. In the columns under Coherence are shown the peak coherence value, peak frequency in Hz, and
phase difference converted to time lag in milliseconds for each pair of sites. Values are shown only for coherence spectra determined
to be significant by the permutation procedure described in Methods. —, a redundant pairing or the pairing of a site within itself,
because coherence is a pairwise measure between different sites. A positive number for the time lag indicates that the electrode site
at the left leads the site at the top, and a negative number indicates that it lags.
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was independently permuted for each site. Permutation of the trial
order had the effect of disrupting task-related coherences and
yielding coherence values that were due to chance. Beta coherence
estimates were obtained from each permuted data set by MVAR
spectral analysis, and used to create a permutation distribution.
Statistical significance was determined for each original peak beta
coherence value by comparison to the permutation distribution,
thus testing the null hypothesis that these values occurred by chance.
Significance values were corrected for multiple comparisons (over
site pairs) by Dunn’s multiple comparison procedure. Tables 1 and
2 list the peak coherence value and its frequency for each pair
having a corrected significance level of P � 0.005. Relative phase
spectra were calculated for site pairs having significant beta coher-
ence peaks. Values of phase at the frequencies of significant
coherence peaks were converted to time delays for standardized
comparison across different frequencies. These time delays are also
listed in Tables 1 and 2.

Granger Causality Spectral Analysis. Coherence analysis alone does
not address the question of the predictability of activity at one
cortical site from that at another. Therefore, Granger causality
spectra (34) were computed to evaluate the relative strengths of
influence, in the Granger sense of predictability, between two sites
in both directions and at different frequencies (see Appendix).
Geweke (34) showed that, for the data from a given site, the power
at a specific frequency can be decomposed into an intrinsic part and
a part predicted by the data from another site. The Granger
causality at each frequency is thus defined by the ratio of predicted
power to total power, and the Granger causality spectrum can be
viewed in terms of the fraction of the variance in one time series that
can be attributed to another (see Appendix). Granger spectral peaks
were identified and were then tested for significance by the same
permutation procedure described above. Tables 3 and 4 list the

peak value and frequency for each Granger causality spectrum that
was significant at P � 0.005.

Results
Identification of Synchronized Beta Oscillations. Power spectra were
computed for all pre- and postcentral recording sites of each
monkey in the wait window. Coherence spectra and Granger
causality spectra were computed for all pairwise combinations of
sites. Fig. 1 shows the mean power spectra computed over all sites
(A), and the mean coherence spectra (B) and Granger causality (C)
spectra computed over all site pairs. The mean power spectra (A)
show beta oscillatory activity as prominent peaks near 20 Hz, and
the mean coherence spectra (B) illustrate that these oscillations
were often synchronized. The mean Granger causality spectra (C)
show pronounced peaks near 20 Hz, indicating that the Granger
causal influences between sites were mediated by beta range
oscillations.

Individual power spectra were examined to determine which
recording sites had oscillatory LFP activity in the beta frequency
range. In monkey GE, the three postcentral sites had prominent
beta range power spectral peaks, all �22 Hz, whereas the precentral
sites did not (Table 1). In monkey LU, all of the sites had prominent
beta power peaks, with peak frequencies ranging from 18 to 23 Hz
(mean � 21 � 2.1 Hz; Table 2).

Coherence spectra from all pairwise site combinations were
tested to identify those site pairs having significant beta peaks,
which is indicative of synchronized beta LFP oscillations. (The
threshold coherence level for significance at P � 0.005 was deter-
mined by the permutation procedure to be 0.016 for LU and 0.020
for GE). LFPs from multiple cortical sites were found to be
significantly coherent in the beta range in both monkeys, with
coherence spectral peak frequencies similar to those of the power
spectra (Tables 1 and 2). All of the sites in both monkeys showed
significant beta coherence with at least one other site. All of the six

Table 3. Peak Granger causality values for monkey GE

Electrode
site

Granger causality

1 2 3 4 5 6

Peak f, Hz Peak f, Hz Peak f, Hz Peak f, Hz Peak f, Hz Peak f, Hz

1 — NS NS NS NS NS
2 0.150 23 — 0.117 24 0.074 23 0.025 22 NS
3 0.113 22 0.046 24 — 0.271 23 0.030 23 NS
4 0.022 21 0.016 28 0.025 32 — NS NS
5 0.038 20 NS NS NS — NS
6 NS NS NS NS NS —

Direction of influence is from the electrode site at the left to the site at the top. Values of peak Granger causality are displayed
together with the peak frequency in Hz. Values are only shown for spectra determined to be significant by the permutation procedure
described in Methods. NS, not significant; —, the pairing of a site with itself, because the Granger causality is measured only between
different sites.

Table 4. Peak Granger causality values for monkey LU

Electrode
site

Granger causality

1 2 3 4

Peak f, Hz Peak f, Hz Peak f, Hz Peak f, Hz

1 — 0.030 25 NS 0.018 26
2 0.106 21 — 0.118 21 NS
3 0.091 30 0.013 18 — 0.020 23
4 NS NS 0.041 16 —

Direction of influence is from the electrode site at the left to the site at the top. Values of peak Granger causality
are displayed together with the peak frequency in Hz. Values are shown only for spectra determined to be
significant by the permutation procedure described in Methods. NS, not significant; —, the pairing of a site with
itself, because the Granger causality is measured only between different sites.
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possible pairwise combinations of sites in LU, and 11 of 15 in GE,
showed significant beta coherence peaks. Significant beta coher-
ence peaks were observed for site pairs within postcentral cortex
and precentral cortex, as well as between post- and precentral sites
(see coherence graphs in Fig. 2 A and B Left). Overall, the largest
coherence values in both monkeys linked sites in three areas: the
areas immediately anterior (primary motor cortex) and posterior
(primary somatosensory cortex) to the central sulcus, and a third
area inferior to the intraparietal sulcus.

A synchronized network was demonstrated in monkey GE by the
fact that all coherence peaks but one were at either 22 or 23 Hz
(Table 1). The one exception (site 1 with site 6) was low both in
magnitude and frequency, and because this coherence peak marked
site 6’s only involvement in the network, this involvement appeared
marginal. It is interesting that, although site 1 had no beta power
spectral peak, it did have significant beta coherence with every
other site (Table 1 and Fig. 2A Left). This finding suggests that LFP
oscillatory activity may be synchronized between cortical sites even
when it is too weak to produce prominent power spectral peaks.

A synchronized network was also found in monkey LU, where
four of six coherence peaks were either at 20 or 21 Hz (Table 2).
One pair (sites 1 and 3) deviated from the group with a higher peak
coherence frequency (29 Hz), but closer inspection of the coher-

ence spectrum revealed a shoulder peak at 22 Hz, corresponding in
frequency to the power spectra of these two sites. Thus, it appeared
that the coherence spectrum for this pair had two peaks in close
proximity, one at 22 Hz, corresponding to the main concentration
of power in the individual power spectra, and a second at 29 Hz,
which did not correspond to any observable concentration of power.
A second pair (sites 3 and 4) deviated from the group with a lower
peak coherence frequency (17 Hz), suggesting that one of the sites
(site 4) in this pair dominated their synchronization because this
peak coherence frequency was close to that site’s peak power
frequency (18 Hz).

Granger Causal Relations Within the Beta Oscillatory Network.
Granger causality spectra were computed in both directions for all
site pairs, and spectra having significant beta peaks were identified.
(The threshold level for significance at P � 0.005 was determined
by the permutation procedure to be 0.011 for LU and 0.012 for GE).
In monkey GE, six of the 11 coherent pairs only had significant
Granger causality in one direction, three pairs showed significant
Granger causality in both directions (but with different magni-
tudes), and two were not significant in either direction (Table 3). In
monkey LU, two of the six coherent pairs were significant only in
one direction, three pairs showed significant bidirectional influ-

Fig. 1. Mean power spectra computed
over all sites, and mean coherence and
mean Granger causality spectra computed
over all significant site pairs. Results are
from monkeys GE (black curves) and LU
(gray curves) during the wait period of the
task (Methods). The overall dominance of
activity near 20 Hz in the power (A), coher-
ence (B), and Granger causality (C) spectra
indicates that a beta-synchronized network
of neuronal assemblies supported direc-
tionally specific Granger causal influences
in the sensorimotor cortex.

Fig. 2. Beta oscillatory networks in mon-
key sensorimotor cortex. Coherence (Left)
and Granger causality graphs (Right) are
depicted in monkeys GE (A) and LU (B). The
coherence and Granger causality values are
coded by the thickness of the lines between
recording sites (Center). The lines in the
Granger causality graphs have arrowheads,
indicating the direction of Granger causal
influence. Lines between site pairs not
reaching significance in the coherence and
Granger causality measures are not shown.
Cs, central sulcus; IPs, intraparietal sulcus;
STs, superior temporal sulcus; Ls, lateral sul-
cus; As, arcuate sulcus.
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ences, and one pair did not show any significant influence (Table
4). Significant Granger causal relations are plotted as Granger
causality graphs in Fig. 2 A (GE) and B (LU) Right.

In general, there was a close correspondence between the
characteristics of the Granger causality spectra and the coherence,
as suggested by visual comparison of Fig. 1 B and C. All pairs having
significant Granger causality beta-range peaks also had significant
coherence beta-range peaks. However, Granger causality relations
(Tables 3 and 4) were generally inconsistent with time delay values
derived from phase spectra (Tables 1 and 2), because the sign of the
time delay did not predict the direction of unidirectional Granger
causality.

Ten of the 12 Granger causality spectra in GE having significant
beta peaks had peak frequencies that were within 2 Hz of their
corresponding coherence peak frequency, with the mean difference
between Granger causality and coherence peak frequencies equal
to 0.6 � 0.7 Hz. The peaks in the two other Granger causality
spectra (from site 4 to 2 and from site 4 to 3) had frequencies that
were higher, by 5 and 9 Hz, respectively, than the corresponding
coherence spectra and Granger causality spectra in the other
direction. These discrepancies may be related to the small magni-
tude of these peaks (0.016 and 0.025).

In LU, five of the eight Granger causality spectra having signif-
icant beta peaks had peak frequencies that were within 2 Hz of their
corresponding coherence peak frequency. The mean difference
between Granger causality and coherence peak frequencies for
these five spectra was 1.0 � 0.7 Hz. The peaks in the other three
Granger causality spectra had frequencies that were 4 Hz (from site
1 to 2), 6 Hz (from site 1 to 4), and 6 Hz (from site 3 to 4) higher
than their corresponding coherence spectra. These three peaks
were all low in magnitude (0.030, 0.018, and 0.020, respectively).

The anterior postcentral (primary somatosensory cortex) sites
(site 2 in both GE and LU) appeared to play a clear role as a driver
in both monkeys, exerting a far greater influence on other network
sites than it received. The summed peak Granger causality exerted
by site 2 on other sites was 5.9 (0.366�0.062) times that which other
sites exerted on it in GE, and 5.2 (0.224�0.043) times in LU. An
opposite pattern was observed in both monkeys for the correspond-
ing precentral sites (site 1 in both GE and LU). These sites appeared
to play a clear receiving role within the observed network. For GE,
no significant outgoing influence was observed from site 1, whereas
the total incoming peak Granger causality was 0.32. For LU, the
summed incoming influence to site 1 was 4.1 (0.197�0.048) times
the total outgoing. Finally, both monkeys had sites in the area
inferior to the intraparietal sulcus that played both driving and
receiving roles. However, although this area had relatively balanced
output and input influences, its input was mainly from the primary
somatosensory cortex, whereas its output was mainly to the motor
cortex. In fact, these inferior posterior parietal sites exerted signif-
icant Granger causal influences on the primary motor sites (site 1
in both GE and LU), but in no case did they receive a direct return
influence.

Discussion
We observed that neuronal assemblies at distributed sites in the
sensorimotor cortex of two macaque monkeys were joined in
large-scale networks oscillating near 20 Hz during maintenance of
a sustained contralateral hand lever press. This result is consistent
with previous findings of widespread, high-amplitude LFP oscilla-
tions transiently synchronized in sensorimotor areas during senso-
rimotor tasks (4, 11), and with models indicating that beta oscilla-
tions are particularly well suited to support interactions between
widespread cortical areas (20, 21). By distinguishing between
large-scale network synchrony due to driving and that due to mutual
interactions, Granger causality analysis provided a deeper under-
standing of cortical interaction patterns than could be obtained
from correlation or coherence measures. This distinction had two
important consequences: (i) it allowed more definitive hypotheses

to be made about the functional involvement of sensorimotor
cortical areas in motor maintenance, and (ii) it suggested that
unidirectional driving was an important aspect of that involvement.

Three consistent features of the proposed unidirectional driving
were discerned in both monkeys. First, a somatosensory site was
observed to drive both inferior posterior parietal and motor sites
(Tables 3 and 4 and Fig. 2). Second, a motor site received Granger
causal influences from postcentral sites while returning either no
influence or only a very weak influence. Third, inferior posterior
parietal sites received Granger causal influences from the somato-
sensory cortex and also exerted influences on the motor cortex.

These results support the idea that somatosensory feedback
provides information to the sensorimotor system that is used to
control motor output. It is well known that the maintenance of
sustained motor output is severely impaired when somatosensory
input is lacking (35–37). Thus, it seems reasonable that the mod-
ulation of motor cortex by primary somatosensory cortex reported
here depends on ongoing input from the periphery, an explanation
that is compatible with the existence of a sensorimotor loop through
the periphery (19, 38). The results further suggest that the cortical
portion of this loop is part of a more extensive network that includes
the inferior posterior parietal cortex (Fig. 2). The observed patterns
of casual influence of inferior posterior parietal sites (site 3 and 4
in GE, and site 3 in LU) support the role that some have proposed
for this region in the transformation of tactile and proprioceptive
to motor information and the organization of nonvisually guided
motor behaviors (39).

Although various elements of the large-scale network reported
here have previously been implicated in sensorimotor processing,
the present study points to synchronized beta oscillations as a
mechanism for binding distributed somatosensory and motor cor-
tical areas into a functioning network. Maxima in the LFP power
spectra were found near 20 Hz at all postcentral sites in monkey GE
and at all post- and precentral sites in monkey LU. These peaks
indicate that the neuronal assemblies at these sites had a strong
tendency to oscillate in a relatively narrow mid-beta frequency range
(see Fig. 1A). This oscillatory activity was synchronized across
distributed neuronal assemblies within and between post- and
precentral areas. However, a significant coherence between two
sites did not depend on there being peaks in their power spectra. It
was found, for instance, that site 1 in GE, which had no power
spectral peak, was significantly coherent with all of the other sites,
even with sites 5 and 6, which also had no power spectral peaks.

It is unlikely that the patterns of beta-range peak power, coher-
ence, and Granger causality observed in this study were due simply
to a uniformly transmitted signal or to volume conduction from a
common generator. First, the differential bipolar recording tech-
nique was designed to suppress LFPs from nonlocal assemblies.
Evidence for the effectiveness of this design was found in the
averaged evoked potentials at neighboring electrode sites, such as
sites 2 and 3 in monkey LU, which had very different waveforms.
Also arguing for independently oscillating local cortical generators
were the differences observed in the peak beta frequencies of
power, coherence, and Granger causality spectra for some site pairs.
Such variations seem incompatible with a unitary imposed rhythm.

The significant coherence levels observed in this study indicate
that sensorimotor LFPs showed a consistent trial-to-trial relative
phase relation during the wait window. In this way, our results are
consistent with previous studies (40–43) showing the functional
relevance of relative phase coupling of LFPs across cortical areas.
However, no clear relation was found between the time delay
derived from the mean phase difference and the Granger causality,
thus suggesting that the mean relative phase is not indicative of the
directionality of causal relations between cortical assemblies.

The final issue to be addressed is the nature of the relations
revealed by Granger causality analysis. It should be emphasized that
the concept of Granger causality is statistical in nature, and thus the
observation of a Granger causal influence in the cortex does not in
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itself constitute proof that one neuronal assembly activates another
over a direct axonal pathway. The influence could be mediated by
either direct or indirect pathways, through the cortex or subcortical
structures. Nonetheless, given the strong anatomical interconnec-
tivity known to link the areas examined in this study (44), it is highly
likely that the observed patterns of Granger causality reflect the
functional interactions of neurons in those areas in support of motor
maintenance behavior.

As an approach to large-scale cortical network analysis, the
combined application of power, coherence, and Granger causality
measures appears to provide a valuable tool for in-depth investi-
gation of the nature of functional coupling of distributed neuronal
assemblies. With well designed experimental paradigms, we expect
that it should be possible to track the dynamic evolution of Granger
causal influences in large-scale coherent networks with changing
cognitive state in a wide variety of behavioral tasks.

Appendix
Denoting the p channels of LFP recordings at time t by Xt � (x1t,
x2t, . . . , xpt)T, where T stands for matrix transposition, the MVAR
model of order m describes the data as:

�
k�0

m

AkXt�k � Et

where Et is a temporally uncorrelated residual error with covariance
matrix �, and Ak are p � p coefficient matrices (45). In the present
study, p was 6 for monkey GE and 4 for monkey LU. We obtain
estimates of the coefficient matrices by solving the multivariate
Yule–Walker equations (of size mp2) by using the Levinson,
Wiggins, and Robinson algorithm (31). Estimation of the model
coefficients is based on the assumption that the repeated trials are
realizations of a stationary stochastic process.

Once the model coefficients Ak and � are estimated, the spectral
matrix can be written as

S( f ) � �X� f 	X*� f 	
 � H( f )�H*� f 	

where the asterisk denotes matrix transposition and complex con-
jugation, and H( f) � (�k � 0

m Ake�2�ikf)�1 is the transfer function of
the system. The power spectrum of channel l is given by Sll( f), which
is the lth diagonal element of the spectral matrix S( f). The

(squared) coherence spectrum between channel l and channel k is
given by:

Clk� f 	 � �Slk� f 	�2��Sll� f 	Skk� f 	.

The value of coherence can range from 1, indicating maximum
interdependence between channel l and channel k at frequency f,
down to 0, indicating no interdependence. The phase of the cross
spectrum Slk( f) plotted as a function of f gives the phase spectrum.

To compute the Granger causality spectrum, we first obtain the
bivariate autoregressive model for two LFP time series x1t and x2t
according to the procedure above. According to Geweke’s (34)
formulation of Granger causality in the spectral domain, the
Granger causality spectrum from x2t to x1t is computed according to

I2¡1� f 	 � � ln�1 �

��22 �
�12

2

�11
��H12� f 	�2

S11� f 	
�,

where �11, �22, and �12 are elements of �, and S11( f) is the power
spectrum of channel 1 at frequency f. Similarly, the Granger
causality spectrum from x1t to x2t is given by

I1¡2� f 	 � � ln�1 �

��11 �
�12

2

�22
��H21� f 	�2

S22� f 	
�.

The time-domain Granger causality from x2t to x1t can be inter-
preted (34) as the reduction in the unexplained variance of x1t, as
computed solely from the past values of x1t, that comes from
subsequent inclusion of past values of x2t. The size of this reduction
can be viewed as the ‘‘amount of variance’’ of x1t explained by the
history of x2t. Geweke’s frequency decomposition of the Granger
causality can also be given this interpretation (46, 47). The variance
ratio is obtained from the Granger causality value at a given
frequency as 1 � e�I( f), where I( f) denotes the Granger causality
value at frequency f.
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